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For the past 20 years, Google has
been building out the world’s fastest,
most powerful, highest quality cloud

Infrastructure on the planet.
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1 Billion Users



Our commitment to cloud

$45B

3 year 20 Eiffel Tower’s worth of
investment steel in our Data Centers

£Y Google Cloud



Google Cloud Infrastructure

Our infrastructure in numbers

20 Cloud Regions (+3 announced regions) url

61 Zones url

134 Edge POPs url

CDN locations url

81 Dedicated Interconnect locations url

16 Google Data Centers url

30 Renewable Energy Project Locations url
of miles of fiber optic cable poster

13 Subsea Cable Investments poster


http://cloud.google.com/about/locations
https://cloud.google.com/about/locations/
https://cloud.google.com/vpc/docs/edge-locations
https://cloud.google.com/cdn/docs/locations
https://cloud.google.com/interconnect/docs/concepts/colocation-facilities
https://www.google.com/about/datacenters/inside/locations/index.html
https://cloud.google.com/environment/
http://g.co/poster
http://g.co/poster

Google
Cloud
Platform

134 points of presence and
14 subsea cable investments
around the globe

Current regions
and number of zones

Future regions
and number of zones

P Edge points
of presence

—  Network

& Google Cloud



What makes Google Cloud different

Protect systems,

Best-in-class Security ©
data, and users

HYbrId & Multi-Cloud O Enables choice

Fully Managed No Ops @ Easeof use

with serverless

Embedded AI&ML @ 'ntelligencein
everything

Best of Google o Bringing culture of innovation
to customers and partners

£Y Google Cloud




GCP - A Complete XaaS Stack for Digital Enterprise

Your Enterprise Digital Transformation

Business : Workplace :
Solutions o Collaboration Industry Solutions ” =
= 5 3
Q) = S
i 1 - =) =
AENEE = FIHALE Understand Analyze Visualize = S
-aaS = Clean
S
App Platform  [res =
T N Kl N ) B
< THHBHE
. (o} 2 Qo
DEVE Ll o ULEREEIRLe Analytic Processing |l Specialized Stores 2 B B e
-aaS 5 Processing S B IR R
o) =N Bl B
O o
Infrastructure o Specialized
-aaS (GPUITPU/HPC) Best of Google

£Y Google Cloud



3 Anthos

Operating in a multi cloud environment A

Google Cloud



15+ years experience in

application orchestration
e @

© GKE GA : :
0 : © Anthos
- Public Beta of .... Work begins to ) - Envoy 1.0 @
Solaris Containers : opensource Google's : : : : :
© Borg as Kubernetes ; - GKEonPrem :
: Announced

M 200 — 2000 | =0 | 2o — 2015 — 2018 e —

“*Birth of Borg, 3-4 “* Process Containers “-*LXC launched, 2013 5 Nov 14 JuIy 15 : s 2 Istio 1.0
Google Engineers launched by Google complete Linux Docker GKE Alpha K8s 1.0 :
working to automate now known as container manager launched : : - G
cluster management. cgroups and merged - :

with Linux Kernel. 5__ 9
Jun 14
First Github Istio 0.1

commit for Kube



Anthos is our
platform for
application
modernization

Anthos

Marketplace

Service Management

Managed Operations

‘ ‘ Anthos' 9

|
multi-cloud
capabilities are so
far unique in the %
industry

Forbes, April 2019 Google Cloud

9I:—
=0

On-prem

o

®

Other Clouds


https://www.forbes.com/sites/jeanbaptiste/2019/04/15/google-anthos-takes-on-amazon-web-service-and-microsoft-azure-with-multi-cloud-strategy-analysis/#5ade6872626f

Anthos technology stack

Anthos Control Plane

Policy Service Cluster
Management Management Management
Manage from a single pane of glass

Istio/ CSM Istio/ CSM
Secure from the ground up
GKE

Run on-prem or in the cloud

S
E
Clusters

& Google Cloud



Develop once deploy anywhere

@ Google Kubernetes Engine @GKE On-Prem

e Most advanced container orchestration service
available

e  Mature — general availability in August 2015

e Fully managed Kubernetes control plane at no
extra cost

e  Auto node repair, auto upgrade, auto scaling

e Regional clusters for high availability with
multiple masters, node storage replication
across 3 zones

£Y Google Cloud

Turn-key, production-grade, conformant
Kubernetes with best-practice configuration

Easy upgrade path to the latest Kubernetes
releases that have been validated and tested
by Google

Access to Container services on GCP such as
Cloud Build, Container Registry, Audit Logging,
and more.

Integration with Istio, Knative, Marketplace
Solutions



Securing Your
Connection to GCP

e GKE Connect Agent installs in your cluster
e No public IP required for your cluster

e Authenticated and encrypted connection
from the Kubernetes cluster to GCP

e Uses VPC Service Controls to ensure that
GCP is an extension of your private cloud

e Can traverse NATs and firewalls

e User interactions with clusters are visible
in Kubernetes Audit Logs

£Y Google Cloud

=

) Google Cloud Platform

GCP
Console

GKE Workloads
—p
Web Ul

On-premises Data Center

@ GKE On-Prem

o

Kubernetes
API Server

o

— @

GKE Connect

Proxy

Outbound TLS
connection

GKE Connect

Agent




Single pane of glass
across GCP & on-prem

Google Cloud Platform my-project v

@ Kubernetes Engine Kubernetes clusters ADD CLUSTER = v C REFRESH ® DELETE @ ACTIONS v B AUTH SHOW INFO PANEL
Orchestrate and manage on-prem containers
. . . 10f4 > 4 Important notification example about your cluster(s). Learn more Dismiss. Change to fix this
just like GKE in the cloud LR, ’ — L

*  Apps = Filter clusters Views ~ Columns ~
& Services Provider  Location Total memory ~ Notifications. Registry Labels
H Configuraty acme-co  atlanta-de 7.50 68 ? Upgrade available Yes cluster-registry  clusterregisty-1 Conect| /2 &
europe-east1-a 15.00 GB Yes ‘monitoring-enabled - true Connect /' W
E o4 us-west1-c 7.50 GB Yes Connect /* &
swestb  11.25GB & Node version unsupported Yes K8s-abel : example Connect | /W
Consistent operating model with access to GCP ez RO oot ste e [ el + @
. . . - © Pending tether - Finish tether &
services across hybrid environments e ke v EERETORERRE) o] 2 ¥

7 registered clusters and is configured for disaster recovery

imming-panda on-prem atlan

. . in region us-central-1 ¢
Single-pane-of-glass for multiple Kubernetes . ‘

clusters, no matter where

— . -

£Y Google Cloud



Istio: Service mesh and observability

consistent flow
logs and metrics

understand
service
dependencies

monitor services
using SLOs

= Google Cloud Platform

& Service: cartservice

2 servicemesh-demo3 v a il

=0 0 2 : O

ORI — G oogle Cloud Platform Q - =0 0 a2 : O

Cloud Service Mesh

OVERVIEW HEALTH

Requests/second ¢  Service

Breakdown by !
urrent s°
"
A
W A
F\‘\ I \“"‘/ ‘!\‘,Av\fv Legel
\ () Work
-l
® Requests: 0.667/5 e
t07009M

Error rate @

Breakdown by

0 75

@ a0 ot

Latency @

Breakdown by

£Y Google Cloud

= Google Cloud Platform

2o servicemesh-demo3 v

& Service: cartservice

Alerts timeline No service alerts. Time selection is 12:51 PM to 1:51 PM.

OVERVIEW HEALTH METRICS DIAGNOSTICS INFRASTRUCTURE CONNECTED SERVICES

You have 2 SLOs

Data was calculated at 1:51 PM
Status  Objective

o 94.5% of all 60min windows in Rolling 7 Days meet 94.5% Availability

Availability SLI - Windowed SLI

90% of all 30min windows in Rolling 7 Days meet 95% Latency

Service Level Indicator Error Budget Remaining Compliance
99.7% 94.0% 99.7%
Target: 95.0% Minutes remaining: 474 Target: 95.0%

Measure of SLI from start of
compliance period to now

Current frequency of successful
probes of your service

Fraction of error budget
remaining

Show Chart

Show Chart

Service Level Indicator
Graph represents the current frequency of successful probes of your service

1255 P 105 1110 115 120 125 130

RESET

Time Span
1 hour ~ | © sHowTIMELINE
CREATE AN SLO
Compliance Alerting Policies
100.0% 0 policies -
Target: 94.5%  Setup alert policy 1
EDIT  DELETE ~
Current Status of SLO

© Within Error Budget

SLO Summary

90% of all 30min windows in Rolling 7 Days meet 95%
Latency

Latency SLI - Windowed SLI

1 Alerting Policy

Latency SLO

CREATE ALERTING POLICY ¢z



Anthos Config

Management

A single pane of glass for managing
configurations and policies both
on-prem and in the cloud

£Y Google Cloud

Multi-cluster management

Central Git repository
manages access control
policies, resource quotas,
and namespaces

Declarative and continuous

Declare new desired state,
continuously checks for
changes that go against state

Hybrid support

Manages both on-prem and in
the cloud; change central file
and apply across the fleet

Simple migration

Uses YAML or JSON, so no
rewriting of existing
Kubernetes configs



Upgrade VMs/servers directly into containers in GKE

Migrate for Anthos

£Y Google Cloud

BETA

Migrate & modernize VMs from on-prem,
GCE, or other clouds directly into
containers in GKE.

Introduces a “lift & modernize” play.
Built-in testing

Minimal labor, downtime, complexity



Kubernetes applications in
Marketplace

Google Cloud Platform

Kubernetes apps

Fiter by
Tvee
Kubernetes apps ©

ATEGORY.

nalytcs (4)

Solutions with simple click to depl
Kubernetes clusters on-premises o in third-party clouds

Featured

Engine, an deployto

.neoqj

Neod; Enterprise Causal
cl

£Y Google Cloud

W oGep Marketplace

Run anywhere

On premises, Anthos, or to
Kubernetes clusters hosted in other
environments

Be more productive

Prebuilt deployment templates and
default configurations, click to
deploy to GKE, and managed
upgrades (alpha)

Simplify billing

Usage metering follows the
application no matter where it
is deployed. Consolidated with
other GCP spend



Monitor and manage operations with
Stackdriver

=

Monitoring

° Platform, system, app, &

custom metrics

Uptime/health checks

Alerts

£Y Google Cloud

e

Platform, system, app,,
audit logs & metrics
Log search/view/filter
Error notification &
Dashboard

o

©

APM

Trace - Latency analysis
across distributed apps
Profiler - CPU and
memory profiling
Debug - In production
debug and conditional
snapshots

IRM

End-to-end incident lifecycle
management for holistic
data gathering and analytics
Data-driven intelligence to
better leverage the
abundance of monitoring
data and accelerate
investigations - Insights.
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Questions?

Google Cloud



